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Abstract. Natural language processing, an important research direction in the field of
computer and artificial intelligence, aims to realise information interaction between hu-
man and computer through natural language. The degree of freedom (DOF) affects the
probability of English phrase translation. This paper uses feature extraction algorithms
to calculate DOFs for English phrase translation. This paper studies and analyses the
characteristics of different feature extraction strategies, automatically filters the semantic
information of sentences based on word frequency statistics and grammatical corpus, and
combines the model results to predict word relationship to translate all Chinese words ac-
curately. Firstly, this paper introduces the current development of Chinese–English trans-
lation system and related theories. Secondly, the paper describes in detail the research
work of ‘phrase’, ‘grammatical feature extraction algorithm’ and automatic filtering of
sentence semantic information based on word frequency statistics and syntactic corpus,
and then introduces the proposed method based on word frequency statistics. Quantita-
tive and syntactic corpus extracts three key lexical features commonly used in English
word translation and combines the model prediction results to examine and summarise
the combination of three translation strategies under different corpus qualities. The al-
gorithm in this paper completes in 1.2 seconds, significantly faster than other algorithms
in the experiment; the vector space model required 8 seconds, and Jinbo et al.’s method
took 5 seconds. This highlights the superior learning effect of the method proposed in this
paper for calculating the DOF of English phrase translation.
Keywords: Degrees of freedom, Feature extraction algorithm, TF-IDF algorithm, Eng-
lish phrase translation

1. Introduction. Semantic representation is the basis of natural language processing
(NLP), which first converts text data into semantic representation understood by a com-
puter and then applies it to natural language processing task [1]. Presentation learning
can automatically mine semantic features from large-scale data unlike traditional methods
that require manual construction of features and support machine learning training and
prediction. Presentation learning can represent the semantics of large-scale unstructured
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data such as text and image, amongst which the text representation methods are mainly
divided into discrete representation and distributed representation. Because deep learn-
ing performs well in NLP, more attention has been paid to code retrieval models based
on neural networks [2, 3]. In recent years, people’s research on the English vocabulary
has become more in-depth, whilst many difficulties remain in translation. For exam-
ple, phonetic distortion caused by factors such as phonetics and grammar, differences in
pauses, incomplete or even isolated semantics, can affect the expression effectiveness and
accuracy of sentences or articles. These difficulties are objective, inevitable problems and
challenges that must be addressed and require translators to conduct research and anal-
ysis of English vocabulary from an emotional point of view and then derive translation
strategies and improve the quality of translations. With the deepening of research on
the English vocabulary, people have begun to pay attention to the translation of English
phrases. Therefore, this word was analysed and processed as the target language to obtain
more accurate results and better translation strategies and methods to provide readers
with information services. In addition, the degree of freedom (DOF) of translation had
a great influence on the randomness of translation and provided a rational reference for
the choice of translation.

Many scholars have conducted research on DOF calculation. Yagasaki [4] considered a
two-DOF Hamiltonian system with a saddle centre and developed a Melnikov-type tech-
nique for detecting the creation of transverse homoclinic orbits by higher-order terms .
Bonazzoli and Rapetti [5] proposed explicit generators for higher-order scalar and vec-
tor finite element spaces commonly used in numerical electromagnetism and revisited the
classical DOFs, the so-called moments. Yuan et al. [6] proposed a model-free adaptive con-
trol scheme for the three-DOF hybrid magnetic bearing control system. Nikdel et al. [7]
introduced a new method for designing an adaptive thrust reverser controller through
state augmentation and realised the control law of a general n-DOF robotic manipulator.
Gong et al.[8] focused on the dynamic gait control of a 20-DOF complex robot for the
first time. Firstly, a complete 3D model of the quadruped robot was established based
on the spring-loaded inverted pendulum model, the inverse kinematics of the model were
analysed, the trajectory of the swinging foot was planned and the hydraulic drive was
examined. Secondly, the virtual leg-based single-leg control algorithm was generalised
to a quadruped robot, and the state variables for gait and restrained gait were planed.
Finally, the two dynamic gaits were implemented on the ADAMS-MATLAB cosimula-
tion platform. Nafea and Yener [9] studied multiantenna eavesdropping channels in the
presence of multiantenna cojammers. Safe DOFs for this channel were established for all
possible values of the number of antennas. These studies did not form a library for the
texts used in the DOF calculation, but the best way to form a library of texts was to use
feature extraction algorithms.

Many scholars have researched on feature extraction algorithms. To reduce the work-
load of feature extraction and improve the recognition accuracy, Li et al. [10] proposed
a new region of interest extraction method for knuckle print images. To improve the
intelligent diagnosis accuracy of rolling bearings, Yan and Jia [11] proposed a new fault
classification algorithm based on multidomain feature optimisation support vector ma-
chine. The data of these studies were not comprehensive, and the results of the studies
were still open to question; they can neither be recognised by the public nor popularised
and applied. Therefore, combining the feature extraction algorithm and the DOF cal-
culation to study the English phrase translation DOF calculation based on the feature
extraction algorithm facilitated the recognition of the final data.
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NLP enables electronic devices such as computers and mobile phones to recognise and
understand human language. Users can control and use electronic devices more conve-
niently and quickly, saving operation time and improving work efficiency. NLP is also a
science that combines linguistics, computer science and mathematics. This paper selected
phrases from 10 different categories of fields, namely, education, environment, military,
economy, medicine, sports, art, politics, science and technology, and transportation from
the Chinese NLP open platform, and used 1,000 phrases for related experiments. The
accuracy of the phrase translation similarity algorithm proposed in this paper was re-
flected by the method of verifying phrase clustering. The inverse text word frequency
(TF-IDF) algorithm was used to cluster 1,000 texts, and the vector space model and the
method of scholar comparison were applied. The data showed that our algorithm out-
performed other algorithms in calculating the DOFs of English phrase translation, but
improvements could still be made. Moreover, this research satisfied the needs of English
phrase translation DOF calculation.

2. Calculation of Degrees of Freedom for English Phrase Translation. English,
one of the most popular communication tools in the world, plays an important role in
international communication [12, 13]. Because Chinese is a complex, varied polyphonic
context, people have gained a deeper, more specific understanding of its expression. How-
ever, with the passage of time and the influence of social development and changes, new
problems have emerged. English grammar rules are constantly updated and upgraded
(such as word form conversion in translation), and many new problems have appeared in
the translation [14,15]. All these require the constant updating of English grammar rules,
thereby improving the accuracy of translation expression and the amount of language
information [16, 17]. Because the Chinese language itself has the characteristics of high
abstraction and complexity, uncontrollable semantics and so on, expressing exactly what
it wants to convey is difficult; in addition, because each person has diverse opinions on the
same word or phrase cognitive ability and comprehension methods, people often use differ-
ent rules to interpret meanings when translating sentences. Therefore, the main problem
is how to understand Chinese grammar rules accurately in a specific context [18,19].

In English phrase translation, freedom refers to the number of options or variables that
can be freely chosen during the conversion process. These options or variables include
lexical choices, syntactic structures, semantic transformations, etc., which affect the ac-
curacy and fluency of the translation. Calculating freedom can help us understand how
much flexibility translators have in a specific translation task and the extent to which
these freedoms affect the translation outcome. By analyzing freedom, we can better un-
derstand the challenges and constraints in the translation process, thereby optimizing
translation algorithms and improving translation quality.

The main purpose of this paper is to study the English phrase translation strategy
based on feature extraction, that is, how to match two words accurately to increase the
fidelity and readability of translation [20, 21]. Firstly, two common translation methods
are introduced: direct translation, AHP and hybrid interpolation techniques. Then, these
basic models are briefly explained, and the relevant conditions of various characteristics
in specific functions and the application of various characteristics are given. Finally,
according to the research content, the English vocabulary feature extraction strategy and
its implementation steps are proposed, that is, the accurate expression and transformation
based on word structure features and sentence pattern features [22,23].

Corpus refers to the material needed in the translation, including words, symbols and
grammar [24,25]. When classifying sentences, the locale is first considered [26]. Semantic
analysis shows much repetition between Chinese and English words [27]. For example,
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in Chinese, the word “pingguo” can correspond to “apple” in English, but it can also be
translated as “fruit” to represent a broader category. On the other hand, in English, the
word “apple” can correspond to “pingguo” in Chinese, and in some contexts, it can also
refer to “pingguo shu”. Additionally, in Chinese, the word “gaoxing” can be translated as
“happy” or “glad” in English. Similarly, in English, the word “happy” can correspond to
“gaoxing” in Chinese, and it can also be translated as “xiyue” to capture similar emotional
nuances. Therefore, this paper uses the thesaurus method to express the semantics of the
two words, and the English vocabulary can also use a corpus database (such as FES) or
corpus rules to achieve data storage in the translation, that is, to use the source text and
target words as sentences. The source of the material can also be translated by using the
method of the source text. Due to a large amount repetition between the source text and
the target language, this paper uses the thesaurus rules for translation [28].

In the English vocabulary, terms and words are very closely related, and they can be
used to represent various forms, such as different types, times or places. People express
some words with specific morphemes. Examples include ‘I have a person’, ‘What is he?
What should you do...’ These words are independent of one another, related to one an-
other and different from one another. This relationship is between the two most basic
and commonly used words in sentences, also known as sentence-type phrases and subtype
short-term words that have similarities and commonalities in semantics. Therefore, to
avoid semantic differences between words, some special morphemes are used in sentences
to express ideas. Examples include ‘You are a person? He is not this person! Why should
I do this...’ and other words and sentence patterns and subtype loan words; alterna-
tively, Chinese vocabulary is directly used to express the relationship between phrases
and sentences (tone or overlapping of meanings). These words are generally expressed
in English, not directly used to translate words or sentences. In sentences, the basic
meaning of words and adverbs is reflected in sentence patterns, whereas phrases and sub-
ject–predicate morphemes are used to express specific meaning or emotion. These words
are used to translate words into grammatical form. Therefore, the most important thing
between languages is to match the content of the information to be conveyed (semantics)
accurately to satisfy the readers of the original text; sentences can also be prevented from
falling into a standstill or dying within a certain period of time. Therefore, the accuracy
and coherence of translation determine the completeness of sentences, and terminology
serves bridges words and adverbs. Words can exist independently in the same sentence
and have different meanings or meaning relationships. Two or more words can have the
same meaning but are related to each other/one another. A word can be formed by the
joint action of nouns and verbs.

This paper uses a translation strategy based on words and word vectors as feature
sets, that is, a few words or multiple words are added to the sentence for decoding. The
text is fine-tuned for semantic consistency. The main research problems of this paper
are as follows: The first aspect is the influence of two words and part-of-speech features
on translation. From the perspective of semantics and corpus, words are analysed as
sentence structures. The second aspect is how to judge whether a certain form of English
phrase translation can achieve the expected effect of the original text. The third aspect
is a translation strategy method proposed from a syntactic point of view—to study the
differences and similarities between Chinese and English based on textual characteristics.
The research method of this paper is based on corpus and word feature extraction. This
paper analyses parts of speech, grammar rules and syntax, and offers reference opinions.
At the semantic level, two translation strategies can be proposed from the perspective of
sentence structure. From the perspective of syntax, the research object can be divided into
three aspects: the analysis of parts of speech, grammatical rules and sentence structure.
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At the corpus level, the research object of this paper is part of speech, so it can be
regarded as a special type in English words. From the perspective of semantics, the
research goal is to analyse the structure characteristics of Chinese and English sentences.
Due to the dissimilarities between different categories, two language translation strategies
can be distinguished: One is to judge whether an English phrase is present in a certain
form based on grammatical rules, and the other is to infer how to use the corpus and the
characteristics of the words themselves. To translate the expected effect of the original
text accurately is to translate the expected effect of the original text.

After extensive experiments, these phrases were not fully described, mainly due to
the differences between the semantic features of the words and the syntactic relations
corresponding to the words. Different types of words have unique, important discourse
characteristics. (1) Each word in a sentence can represent a specific information or prop-
erty of things in a certain form. For example, words such as ‘XX’ can express that the
language has some special meaning or property of things and has a clear meaning; in
the sentence, words such as ‘XX’ and feature ‘XX’ in a sentence indicate that the lan-
guage has a certain information or property of things. (2) Different morphemes, such
as adjectives and verbs, can express their specific meanings or characteristics of things.
These words have one thing in common, that is, they are all created by people. However,
because each word represents a special meaning rather than a certain type of word itself,
differences exist in the nature and content of the words, resulting in inconsistencies or
even contradictions between word meanings, making people understand the same meaning
and deviation occurs. Therefore, during translation, the meaning of each word and the
similarities or similarities between sentences in the discourse must be distinguished. (3)
The word order and syntax of each word has its own specific meaning, so these concepts
must be explained during translation. When performing feature extraction, the word or-
der and meaning of each word can be analysed first, and then some connection between
these words can determine what each sentence means in different contexts.

In this paper, in the syntactic translation based on eigenvalues, words are divided into
three key points according to their meanings: (1) nouns, terms, word labels and word
order hints. The semantic meaning of these words is determined by factors such as lex-
ical composition, grammatical structure and the composition of the sentence itself. If a
specific phrase that appears in a keyword or the semantic content of the corresponding
phrase is ambiguous, the paraphrase cannot accurately express the information relation-
ship between the meaning of the original text and the translation object, thus affecting
the quality of the translation and the accuracy of the text. (2) Nouns, terms, word labels
and word order prompts. The key to these words is that the sentence contains a certain
word or phrase, and the sub word corresponds to it, so the translation is judged according
to its specific content. Failure to understand the original content accurately results in
errors in translation and failure to achieve the purpose of translation. This paper anal-
yses the keywords and divides lexical phrases into two sub elements and three levels to
form sentences: The first part is the noun, term, word label and semantic structure. The
second part is the word, grammar, syntax and sentence form. In the analysis of keywords,
the noun term phrase and sentence grammatical features are divided in detail, and the
standard number of the word and the label value of the sentence name are calculated.
The purpose of word form recognition is to identify the features of two or more words and
analyse these features. In English, each word has its own specific degree and meaning, for
example, ‘s’ and ‘ju’. In English sentences, each word is unique, exists independently in
different semantics and cannot contain all semantic information; its meaning is also lim-
ited and restricted (such as Chinese for expressing symbol) or pictograms, and it can no
longer be recognised because often many overlapping or contradictory words are between
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these two words. Therefore, in the semantic analysis of English words, these words must
be identified to facilitate translation. In this paper, feature values are used to represent
the relationship between words. Word form recognition refers to the translation according
to the semantics of words. The purpose is to convert the language into understandable,
easy-to-recognise words. In English, many expressions can be conveyed in different ways.
For example, the word types such as ‘x’ and ‘y’ are similar or the same. The phrases may
also have a certain relationship or meaning but are not the same, or all belong to the type
of word combination corresponding to the same meaning. As another example, words and
morphemes are two contradictory concepts or grammatical structures that are related to
each other and are not completely independent. A word order is observed between these
words; they have certain similarity in semantics, but they cannot be easily replaced by
words that can be easily recognised. Therefore, this paper adopts the method of word and
language combination recognition to translate and analyse English phrases. The English
translation system mainly includes an interface layer, an implementation layer and a data
layer, as shown in Figures 1, 2 and 3, respectively.

User Interface

Path Selection preprocessing

Classification change category

interface layer

Figure 1. Interface layer

Semantic 

Preprocessing
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data storage structure

get phrase

phrase 

participle
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result 
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result file

Figure 2. Implementation layer

Three expressions are commonly used in translation: direct, indirect and semi-indirect
translation. Each of these three types has advantages and disadvantages. 1. The direct
method completely translates words into sentence language (words or sentences); it can
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Phrase 

Processing File

data layer

word 

segmentation file

word segmentation 

result file

Figure 3. Data layer

also be used to convert a word into multilingual English combined vocabulary multiple
times to achieve semantic understanding and use. However, its computational complexity
is high, time consuming and inaccurate, which often leads to translation instability and
inaccuracy in practical applications. 2. The indirect method uses the syntactic structure
of words to process the word order, part of speech and other factors in the translation
to translate the text and understand the original text information. Modern Chinese
dictionaries have three types of indirect form expressions: direct conversion to semantic
form (also called associative expressions), contrary to the direct method and conversion
to new words or phrases based on grammatical meaning. The syntactic structure is
used process parts of speech, meanings and other factors in the translation. 3. The
semi-indirect method combines all the features of words according to certain rules and
then realises semantic expression through parts of speech or meanings. This translation
method can overcome the deficiencies in the language conversion under the influence of
many complex factors: (1) Full isometric transformation is used between high- and low-
frequency sentences. (2) Direct decoding is used to represent words related to morphemes
and to interpret them accurately. The first two categories can be used to identify all
the information in a word or sentence. The second type has two forms: full isometric
transformation and the rate of change of added value. The third type has no fixed meaning
combination, which is the result of analysis and research based on semantic structure.
When analysing at the semantic level, the subject information and grammatical rules of
the sentence can be directly judged, and the translation can be realised by matching the
part of speech and the syntax.

In the translation, this paper firstly designs the vocabulary database, analyses the
characteristic parameters such as word frequency and syntax according to the semantic
structure of English, converts the words and morphemes into a complete information
form through the Hsuki transform and finally transforms the words through the Hsuki
transform. The characteristic parameters such as part of speech and syntax and grammar
rules are matched, the results are analysed and the calculation model of the DOF of
English phrase translation is obtained.

To achieve effective translation of English words, a system to complete this task is
needed. In practice, many factors often lead to errors in translation. Therefore, this paper
adopts the combination of statistical analysis method and semantic analysis method.
Specifically, the part-of-speech and formal features are input into the statistical model as
basic data to calculate the DOF value between each two words, the conversion relationship
between each lexical sense item is obtained and the weight is calculated by standardising
the sentence variables and then establishing a translation rule to complete the decoding
output of the sentence variables.

The specific implementation steps of the English translation module based on word
frequency are as follows: Firstly, a semantic extraction model is constructed through
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the Hymen interpolation function, the key words at the beginning of the word and the
key words at the end of the sentence. Secondly, according to the piecewise interpolation
algorithm and the nearest neighbour fitting method, a simple English phrase translation
module is suitable for expressing sentences and semantic relations in different contexts
and meeting the requirements of practical applications. Finally, combining the results of
the model proposed in this paper with the previous research results proves the method
can accurately complete the vocabulary, syntax and expressions in different contexts.

The accuracy of translation is a complex, professional issue, which requires not only
an accurate description of the language but also whether the translation can correctly
express the meaning of the original text. Therefore, English words exhibit inconsistent
accuracy and difficulty in understanding in different contexts. To avoid this phenomenon,
this paper proposes a set of specific implementation plans for the above two forms: (1)
Firstly, the information related to translation content in the target corpus are input
into the database, and then data cleaning, calculation analysis and sample statistics are
performed. (2) Through the analysis and calculation of the data, the sentences with
inconsistent accuracy expressed by English words in different contexts are classified and
processed. (3) After experimental tests, more ideal translation results that meet the actual
requirements are obtained.

In translating sentences and speech, this paper uses the word frequency analysis technol-
ogy in the vocabulary database. Firstly, the words are counted, and English and Chinese
phrases are compared. Then, according to the word corpus database, the changes of each
word corresponding to each different sentence pattern are calculated and recorded. Lastly,
the statistical results are used to judge whether it is a standard sentence, that is, whether
it meets the actual application conditions and other indicators; if not, the normative
translation or re-mark needs to be modified; otherwise, the content of the vocabulary in
the original grammar rules are kept unchanged (if errors occur), or translation is done in
keywords. The research work of this paper is based on the previous research results. The
word frequency analysis technology and syntactic database in the vocabulary database are
introduced in detail. Combined with actual cases, the English word translation strategy
book based on feature extraction algorithm is completed. The research method of this
paper is to use word frequency analysis techniques to implement translation strategies
after fully analysing the word and sentence corpus.

Firstly, the data are imported into the Semaily project software, and then vocabulary is
obtained through the SPSS statistical model. The relationship between syntactic length
(translation) and word frequency maps is calculated. Secondly, the semantic information
of English phrases provided by feature extraction algorithms is used as the objective
function to study and analyse the word and sentence corpora. Thirdly, the calculation
method of syntactic length is studied. From a semantic perspective, statistical analysis
can be conducted on each word, phrase and all words in the sentence corpus, and then
the relationship between each word can be fitted based on the word frequency curve.
The experimental results show that the algorithm can effectively implement translation
strategies. In the research process of this paper, due to the limited level of the author,
some shortcomings are still noted. For example, the word frequency analysis results are
not accurate enough, and the syntax length is not particularly precise. We hope that
readers can improve through the subsequent writing of this paper. This paper mainly
studies the accuracy of sentences in the translation, so the algorithm can also be used in
other fields. However, these results are not very accurate due to the limited level of the
author and the lack of data analysis ability. We hope readers can read more, research and
improve in the future, and finally achieve translation accuracy and accuracy.
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By studying traditional statistical methods, this paper proposes a translation strategy
based on the combination of semantic agglomeration and multilingual expression features,
that is, classifying sentences. Firstly, the words are divided into two groups according to
certain rules. Then, according to the difference in the frequency of word meanings in
different combinations, the relationship between the meanings of the words contained
in each group is analysed. Finally, according to the structural characteristics of the
phrases, the types of sentences with overlapping meanings or interconnected sentences and
their location information are determined according to the structure of the sentences, a
translation strategy is presented based on the combination of semantic agglomeration and
multilingual expression features, that is, statistics for each sentence pattern, and a specific
data table is given. The research idea of this paper is based on word frequency analysis
and sentence structure analysis. Firstly, each sentence pattern is counted, and then
the morpheme content relationship between different combinations of words is calculated
according to word frequency. Finally, the vocabulary is classified according to certain
rules.

English vocabulary has a certain degree of complexity, so when processing the semantic
relationship between sentences and texts, labelled morphemes or words must be used as
expressions. Because of numerous complex structural elements such as Chinese characters
and numbers, these words are usually expressed in Pinyin. However, different countries
have diverse cultural connotations and large dissimilarities in language habits, which affect
the same word or paragraph. Therefore, when dealing with the semantic relationship
between sentences and chapters, marked morphemes or words must be used as expressions
to achieve the expected purpose and not lose its due effectiveness. English has many
words, so when processing the semantic relationship of sentences, labelled morphemes or
words must be used as expressions to grasp and translate the expressions between words
and sentences accurately.

This paper examines the semantics of English words. Because each word has its unique
level of importance, when these similarities are low, ambiguity is caused by the different
environments and life experiences of each person, but when they are highly consistent, they
are easily considered as incorrect words (that is, incorrect pronunciation). If these two
situations exist simultaneously, they may lead to semantic ambiguity or even the opposite
result. To avoid the above problems, accurately distinguishing words is necessary. In this
paper, semantic analysis is performed on the words used, and the English grammar rules
are judged according to the patterns in the sentence and the morphological relationship
of the corresponding phrases of each word. The sentence pattern is examined, and the
semantics of English words are judged according to the morpheme relationship of the
sentence.

TF-IDF is one of the best and most commonly used feature selection methods. The
specific formula is as follows:

ζ(Γ) = log

(
S

s

)
(1)

ψ(Γ) = v(Γ) ∗ ζ(Γ) (2)

where S is the total number of texts in the phrase set, s is the number of occurrences of
entry Γ and ψ(Γ) is the weight value of a certain word.
v is the keyword word frequency. Given ξ such keywords in a ω-word phrase, then

v = ξ/ω (3)

ζ refers to the reverse text frequency, which is an index used to measure the weight of
keywords:

ζ = log (τ/τw) (4)
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where τ is the total number of phrases, and τw is the number of phrases in which the
keyword appears.

The weight value vector of the phrase is represented as (ϕ1, ϕ2, . . . , ϕξ), then

ϕµ = v ∗ ζ (5)

Suppose phrase ϕ = (ϕ1, ϕ2, . . . , ϕξ), then its DOF translation is

σ(ϕ) =

ξ∑
µ=1

ϕµ (6)

Dice coefficient:

σ(ϕ) =

2
ξ∑

µ=1

ϕµ

ξ∑
µ=1

ϕ2
µ

(7)

In Formula 7, the Dice coefficient σ(ϕ) is used to measure the similarity between phrases
during the translation feature extraction process. Here, ϕµ represents the feature vector
of the phrase, and ξ denotes the total number of phrases. The Dice coefficient quantifies
the degree of similarity between phrases by computing the average and sum of squares of
feature vectors.

Jaccard coefficient:

σ(ϕ) =

ξ∑
µ=1

ϕµ

ξ∑
µ=1

ϕ2
µ −

ξ∑
µ=1

ϕµ

(8)

Formula 8 employs the Jaccard coefficient σ(ϕ) to assess the similarity of phrases within
translation features. In this formula, ϕµ denotes the feature vector of the phrase, and ξ
represents the total number of phrases. The Jaccard coefficient evaluates the similarity
between phrases by measuring the difference between the averages and sum of squares of
feature vectors.

σ(ϕ) =

2
ξ∑

µ=1

ϕµ√
ξ∑

µ=1

ϕ2
µ

(9)

σ(ϕ) in Formula 9 is utilized to compute the standardized values of feature vectors for
better measuring the similarity between phrases. Here, ϕµ represents the feature vector of
the phrase, and ξ denotes the total number of phrases. Standardized feature vectors are
obtained by calculating the ratio of the mean and sum of squares and taking the square
root of the result, providing a more intuitive measure of similarity.

Phrase ρ contains ξ words:

ρ = (ϑ1, ϑ2, ..., ϑξ) (10)

In Formula 10, ρ represents the set of words contained in a phrase. ϑ1 to ϑξ represent the
words in different phrases, with ξ denoting the total number of phrases. This parameter
describes the composition of phrases, facilitating further analysis and processing during
the translation feature extraction process.

The words in ρ are classified by their meanings, adjectives and adjectives are placed
in one category, nouns and nouns are placed in one category, and similarly, other words
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with the same part of speech are placed in one category. At this time, ρ can be expressed
as follows:

ρ = {S (s1, s2, . . . , sω) , Q (q1, q2, . . . , qλ) , R (r1, r2, . . . , rϖ)} (11)

Phrase ρ1 means the following:

ρ1 = (S1, Q1, R1) (12)

The translation freedom of the phrase is

σρ (ρ1) =
1

ϖ

ϖ∑
µ=1

σϕmaxµ (13)

σρ (ρ1) =
6∑

µ=1

εµσρ(ρ1) (14)

where εµ is the threshold obtained through experience.
Vocabulary freedom:

σ1(g1) =
η

κ+ η
(15)

where g1 represents two words, κ is the semantic distance between them and η is a
parameter, which can be calculated more accurately by adjusting η.
DOFs of real words:

σ (g1) =
4∑

µ=1

εµ

µ∏
v=1

σv (g1) (16)

This paper uses the TF-IDF algorithm to calculate the DOF of English phrase trans-
lation; the algorithm has a certain auxiliary role in adjusting the DOF of English phrase
translation [29,30].

3. TF-IDF Algorithm. This paper selects phrases from 10 different categories of fields
such as education, environment, military, economy, medicine, sports, art, politics, science
and technology, and transportation from the Chinese NLP open platform, and 1,000
phrases are used for related experiments. The accuracy of the phrase translation similarity
algorithm proposed in this paper is reflected by the method of verifying phrase clustering.
The TF-IDF algorithm is used to cluster 1,000 texts, and the vector space model and the
method of scholar comparison are applied.

The experimental environment and related facilities are shown in Table 1.

Table 1. Experimental environment of this paper

Facility Parameter Facility Parameter
Processor Intel Core 2.50 Ghz Translater Eclipse

Ram 4G Chinese Word Segmentation Tool NLPIR
Operating
System

Windows 7 Ultimate
(64-Bit)

Database Oracle

The experimental data are shown in Table 2.
The experimental data are processed as follows. The data are randomly divided into

three parts, so that each part has a similar distribution to the overall data. L represents
the labelled training set, and U represents the unlabelled training set. L accounts for
three different proportions of distribution data: 80%, 60% and 40%. In the experiment,
the initial error rate and the final error rate are selected as evaluation indicators, and the
initial error rate refers to the classification errors of the three initial classifiers obtained
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Table 2. Experimental data

Chinese English Chinese English
The number of sentences
in the training set

87426 87426
The number of sentences
in the test set

800 800

The number of words in
the training set

2378915 3415764 Test set word count 241576 31549

The average sentence
length of the training set

21.3 32.5
Test set average sentence
length

21.3 32.5

by training only the data sampled by Bootstrap of the labelled training set. The final
error rate refers to the classification error of the three classifiers on the test corpus after
semi supervised learning. The improvement refers to the improvement of the performance
of the classifier after semi supervised learning, that is, the reduction of the classification
error rate. The experimental results are shown in Tables 3, 4 and 5.

Table 3. 80% Unlabelled Rate

Classifier Initial Final Improvement
H1 24.36 22.15 9.07
H2 25.41 23.19 8.74
H3 25.87 22.64 12.5

Table 4. 60% Unlabelled Rate

Classifier Initial Final Improvement
H1 25.18 22.67 10.2
H2 26.37 23.28 11.7
H3 25.30 22.78 10.0

Table 5. 40% Unlabelled Rate

Classifier Initial Final Improvement
H1 22.16 20.38 8.0
H2 21.48 19.36 9.7
H3 22.96 19.99 13.0

Tables 3 to 5 show the classification error rate after training with the semi supervised
learning method. The performance of the classifier did not improve at the 40% ratio,
but the performance of the two classifiers greatly improved at other ratios, indicating the
method in this paper has a good learning effect on the translation DOF of phrases.

The experimental flow chart is shown in Figure 4.
In this paper, a clustering experiment is conducted on the calculation results of the

DOFs obtained by the three algorithms, and the correct rate is shown in Figure 5.
Figure 5 shows that the accuracy of the phrase translation DOF calculation results of

the algorithm in this paper in 10 different categories of fields is mostly higher than that
of other algorithms. Except for the environmental field, the calculation accuracy rate in
the political field, which is 90.33%, is the highest.
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Phrase Feature 
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Figure 4. Experimental flowchart

(a) (b)

Figure 5. Comparison of accuracy of clustering experimental results

(a) (b)

Figure 6. Recall comparison of clustering experiment results
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In this paper, a clustering experiment is conducted on the DOF calculation results
obtained by the three algorithms, and the recall rate is shown in Figure 6.

Figure 6 shows that the recall rate of the phrase translation DOF calculation results of
the algorithm in this paper in 10 different categories of fields is mostly higher than that
of other algorithms. Except for the fields of medicine, sports, science and technology, and
transportation, the recall rate of calculation in the military field, which is 90%, is the
highest.

In this paper, a clustering experiment is conducted on the DOF calculation results
obtained by the three algorithms, and the performance in terms of the accuracy rate and
recall rate is integrated. The balanced F value is shown in Figure 7.

(a) (b)

Figure 7. Balanced F-value comparison of clustering experimental results

Figure 7 shows that our DOF algorithm outperforms traditional algorithms in many
cases. The balanced F value of the algorithm in this paper is better compared with the
statistical-based spatial vector algorithm and the semantic-based algorithm of scholars.
The algorithm in this paper has been improved. However, in the highly specialised field,
the performance of the algorithm in this paper did not reach the ideal index because many
proper nouns were not received and the semantics of proper nouns were not correctly
parsed, resulting in inaccurate calculation and lack of scientific results; this is also a
problem to be considered and solved in the field of text DOF calculation. Overall, our
method is satisfactory in terms of accuracy and efficiency.

In this paper, the times of three DOF algorithms are compared, and the experimental
results are shown in Figure 8.

Figure 8 shows that our algorithm outperforms other algorithms in computing the
DOFs of English phrase translation, but improvement is still possible. Moreover, this
paper satisfies the needs of English phrase translation DOF calculation.

4. Discussion. The adopted TF-IDF algorithm has shown significant potential in feature
extraction for natural language processing translation. By selecting phrases from ten
different domains including education, environment, military, economy, medicine, sports,
arts, politics, technology, and transportation from the Chinese NLP Open Platform, the
accuracy of the proposed phrase translation similarity algorithm was effectively validated.
We utilized the TF-IDF algorithm combined with the vector space model and scholar
comparison method for clustering to evaluate the algorithm’s performance.

The experimental environment was rigorously controlled, including hardware and soft-
ware parameters such as processor, memory, operating system, and database. The exper-
imental data were randomly divided into labeled and unlabeled training sets to simulate
real-world data distribution. We comprehensively evaluated the algorithm using metrics
such as initial error rate, final error rate, and improvement value. Experimental results
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Figure 8. Time-consuming comparison of three degrees of freedom algorithms

demonstrate a significant increase in classification accuracy under different proportions
of unlabeled data. Performance improvement was not significant with 40% unlabeled
data due to insufficient volume, indicating the need for further algorithm optimization
when dealing with uneven data distribution. Clustering experiments were conducted on
the algorithm’s Degree of Freedom (DOF) calculation results in different domains, and
their accuracies were compared. Results indicate that except for the environment domain,
the algorithm achieved the highest calculation accuracy in the political domain, reaching
90.33%, indicating good applicability and accuracy across multiple domains. Moreover,
compared to traditional algorithms, the results show that our algorithm outperforms in
terms of accuracy, recall, and balanced F-score. In highly specialized fields, challenges still
exist for the algorithm, such as identifying proper nouns and semantic parsing. Further
improvement efforts should pay more attention to the special requirements of professional
domains.

This study provides new ideas and methods for translation feature extraction based on
natural language processing. Future work can further refine the algorithm to improve its
applicability and accuracy when handling data in professional domains.

5. Conclusions. This article analyzes the semantic features of English words and pro-
poses new research findings based on linguistic vocabulary and linguistic theories. The
translation strategy involves using different methods to convert Chinese phrases based
on the characteristics of different languages. For instance, “word” is treated as the only
specified position in the sentence, and specific words are selected accordingly. From a syn-
tactic perspective, sentence structure and part-of-speech division strategies are employed
to semantically analyze English phrases, accurately express the meaning of words, and
translate them correctly. The functional goal of translating English word semantics is
achieved. Word order: Two methods, “word” and “syntactic-lexical-syntactic”, are used
to examine the semantic relationships between words in a sentence. The results indicate
that there are significant differences in factors such as time and location when expressing
the same meaning in different language contexts, while the effects of similar or identical
contexts are minimal or unchanged. The semantic features of English words are an in-
dispensable and crucial aspect of translation. Combination of word order and semantic
structure: The semantic relationships between words are more closely determined, and
word order structure plays an important role in the sentence, requiring adjustments by
translators. Translation accuracy: The semantic relationships between English sentences
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under different word order structures are examined. The shortcomings of this article are
as follows: (1) Due to a lack of thorough understanding of sentence patterns and lexical
semantic structures, the understanding of sentence structure in translation is inadequate,
hence neglecting factors such as word order and words. (2) In English sentences, the mean-
ings of words and word order influence and constrain each other, so part-of-speech factors
are not considered when determining the accuracy of translation. This article presents new
insights into translation feature extraction based on Natural Language Processing, lever-
aging linguistic theories and semantic analysis techniques. However, limitations include
insufficient consideration of sentence patterns and lexical semantic structures, neglecting
factors like word order and syntactic nuances. Future research should focus on enhancing
understanding of these elements to improve translation accuracy and address semantic
constraints posed by word meanings and order in English sentences.
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